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• We have provided a blank page of scratch paper in the middle of the exam. No work on this page will be
graded.

• You may, without proof, use theorems and facts given in the discussions or lectures, but please cite them.
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1 Minion Mayhem (13 pts)
Dr. Nefario, the chief mad scientist in Gru’s lab, wants to prevent minions from eating too many
bananas, so he builds a gadget called the Banana Analyzer Ray (BAR).

The BAR uses spectrometry to estimate the potassium concentration of minions (bananas are high
in potassium). The observed potassium concentration for the ith minion, xi, is a random vari-
able that depends on the number of bananas that minion eats. The more bananas, the higher the
concentration xi usually is.

For each minion, Dr. Nefario must decide based on the observed concentration xi whether a minion
has been eating too many bananas. To do so, he poses a hypothesis test. His hypotheses are:

• H0 : Minion i has a healthy banana diet (≤ 3 bananas a day). From baseline studies, Nefario
further hypothesizes that, in this case, xi ∼ Gamma(α, β) where α = 4 and β = 1000.

• H1 : Minion i is overeating (> 3 bananas a day).

By tracking Gru’s banana vault, Dr. Nefario knows that 1/3 of all minions are eating too many
bananas. From initial testing, Dr. Nefario knows that the sensitivity of his test is 4/5, and its
specificity is 9/10.

(a) [3 Pts] Label the rows and columns of the confusion matrix below, then fill in the entries with
the expected number of FP, TP, FN, and TN events if the BAR is used on 30 minions.

Solution: TN = 18, FP = 2, FN = 2, TP = 8

(b) [2 Pts] What is the probability that Dr. Nefario is wrong when he decides a minion has a
healthy banana diet (≤ 3 a day)?
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Solution: P (R = 1|D = 0) = P (D=0|R=1)P (R=1)
P (D=0)

P (D = 0|R = 1) is the false negative rate, so 1− TPR = 1− .8 = .2.
P (R = 1) is prevalence, so P (R = 1) = 1

3
.

The denominator is P (D = 0|R = 0)P (R = 0) + P (D = 0|R = 1)P (R = 1) =
(TNR = .9)(2

3
) + (.2)(1

3
).

Combining all terms, we have .2( 1
3
)

(0.9)( 2
3
)+(0.2)( 1

3
)
= 1

10
.

(c) [2 Pts] If fewer minions were overeating (i.e., less than 1/10), would your answer to part (b)
increase, decrease, or stay the same? Justify your answer in two sentences or less.

Solution: The probability calculated above is the false omission probability. If fewer
minions are overeating, then more minions are eating a normal amount, so the preva-
lence for positives is smaller, and the prevalence for negatives is larger. Holding the test
fixed, this increases the number of true negatives, while decreasing the number of false
negatives, so the ratio of false to true negatives decreases. Therefore, the false omission
probability will decrease.

(d) [4 Pts] Pick which of the following statements are true about Dr. Nefario’s null hypothesis
statistical test. Select all answers that apply by filling in the square next to each correct
answer.

■ His null hypothesis H0 is a simple hypothesis.

2 If Dr. Nefario uses a p-value threshold of 0.1, then Dr. Nefario’s true positive rate
is 0.9.

2 The distribution of the p-values under the null is a Gamma distribution.

■ The alternative hypothesis is a composite hypothesis.

2 Dr. Nefario could choose a p-value threshold by studying the trade-off between the
power and significance of his test (say by minimizing the Bayes risk)

(e) [2 Pts] Suppose that Dr. Nefario runs his test on a minion and decides to reject the null
hypothesis. Select the statement below that best explains his reasoning. Choose the single
best answer by filling in the circle next to it.
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⃝ If the null hypothesis was true, then the observed concentration xi would be very
unlikely.

If the null hypothesis was true, then the observed concentration xi would be
unusually large.

⃝ Given the observed concentration xi, it is very unlikely that the null hypothesis is
true.

⃝ Given the observed concentration xi, the alternative model would be more likely
than the null.
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2 Plantastic Trials (6 pts)
An agricultural researcher evaluates 100 different plant treatments for improving crop growth, and
compares the results for each one to a control group using hypothesis tests. She obtains a p-value
for each test: any treatment that significantly improves crop growth, according to her calculations,
will be recommended in follow-up tests.

(a) [3 Pts] The researcher defines the success rate as the expected fraction of recommended treat-
ments that actually improve crop growth. Shade in the circle next to each correct answer in
parentheses.

i. Controlling the success rate is equivalent to controlling the (⃝ FWER, ⃝ FDR ).

ii. To control the success rate, use (⃝ Bonferroni, ⃝ Benjamini-Hochberg ).

iii. A high success rate requires both high sensitivity and high specificity, since lowering
the (⃝ sensitivity, ⃝ specificity ) increases the expected number of false positives, and
lowering (⃝ sensitivity, ⃝ specificity ) reduces the expected number of true positives.

Solution:
(i) FDR
(ii) BH
(iii) Specificity, Sensitivity

(b) [3 Pts] Benjamini-Hochberg Procedure:

The researcher decides to use the Benjamini-Hochberg (B-H) procedure to control the FDR at
level α. For this part only, she only looks at 5 treatments, and obtains the following 5 p-values:

p1 = 0.06, p2 = 0.0001, p3 = 0.0003, p4 = 0.01, p5 = 0.003,

For what values of α will she recommend exactly 3 treatments for follow-up tests? For exam-
ple, you may answer “If α = 0 or α ∈ [0.05, 0.1]”.

Solution:

αin[0.005, 0.0125)
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This page has been intentionally left blank. No work on this page will be graded.
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3 Neyman-Pearson (8 pts)
(a) [1 Pt] The Neyman-Pearson Lemma suggests a choice of test statistic when distinguishing

two hypotheses. To use Neyman-Pearson, how many of the hypotheses must be simple?
Choose the single best answer by filling in the circle next to it.

Both must be simple.

⃝ At least one must be simple (one may be composite).

⃝ Neither need be simple (both may be composite).

(b) [2 Pts] Complete the sentence below by shading in the circle next to each correct answer in
parentheses.

The Neyman-Pearson Lemma suggests a choice of test statistic that maximizes the (⃝ TPR, ⃝ TNR )
of a test given any chosen (⃝ FPR, ⃝ FNR ).

Solution: TPR, FPR

(c) [2 Pts] The Neyman-Pearson Lemma suggests that the user use the likelihood-ratio, LR, as a
test statistic, where X is the data, and where:

LR(X) =
p(X|alternative)

p(X|null)
.

Note that this uses the convention where the alternative likelihood is in the numerator.

In the space below, complete the specified decision rule by filling the blanks with < or >.
Your decision rule should return correct decisions, and does not need to address the case
where LR= 2.

δ(X) =

{
alternative if LR(X) 2

null if LR(X) 2

Under this standard the user: “accepts the null if the would be at least

twice as likely under the than the .”

Solution: > and ≤, or ≥ and <

“the data”, “null”, “alternative”.
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(d) [3 Pts] Suppose that we observe a sequence of i.i.d. random variables X = {Xi}ni=1, and aim
to distinguish whether they were drawn from the null (H0) or the alternative (H1):

H0 : Xi ∼ Gamma(4, 1)
H1 : Xi ∼ Exponential(1).

In this case, which of the following is an optimal test statistic in the Neyman-Pearson sense
(returns the same ROC as using the likelihood ratio): the arithmetic mean a(X), or the
geometric mean g(X), of the observed samples? You must justify your answer to receive
credit.

a(X) =
1

n

n∑
i=1

Xi, g(X) =

(
n∏

i=1

Xi

)1/n

.

⃝ Arithmetic mean a(X)

⃝ Geometric mean g(X)

Justification:

Solution: The geometric mean.

First, evaluate the likelihood ratio up to normalization constants:

LR(X) =
p(X|H0)

p(X|H1)
=

∏n
i=1 p(Xi|H0)∏n
i=1 p(Xi|H1)

=
n∏

i=1

p(Xi|H0)

p(X1|H1)
∝

n∏
i=1

X3
i e

−Xi

e−Xi
=

(
n∏

i=1

Xi

)3

.

Then, since x1/3 is a monotonic, injective function, as is x1/(3n), we can use the test
statistic g(X) will have the same ROC as the likelihood ratio test (it defines the same
family of decision boundaries in the data space).
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4 Decision Theory (9 pts)
A data scientist at a biomedical company is developing a new test for a viral disease. The scientists
run three clinical trials to establish the power of the test for three different significance levels.
They plot those three points on an ROC curve (A, B, and C below). They aim to use these points
to determine an optimal operating point that minimizes the Bayes risk.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

A (0.2, 0.5)

B (0.4, 0.75)

C (0.5, 0.8)

(?)

(?
?)

(a) [1 Pt] The axes in the ROC plot are not labeled. In the spaces below, write in the appropriate
axis label. Select from TPR, TNR, FPR, FNR, TDP, TOP, FDP, FOP:

Horizontal axis label: Vertical axis label:

Solution: FPR, TPR

(b) [2 Pts] Consider the filled circle in the upper left-hand corner, and the dashed diagonal line.

(i) What are the error rates (FPR and FNR) for a test located at the filled circle on the ROC
plot?

(ii) Specify a test procedure that can achieve any point on the dashed diagonal line.

Solution: The blue point represents perfect prediction. The red dotted line represents all
fully random classifiers, ie for a given level α randomly reject α tests.
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(c) [2 Pts] Risk and Loss. Shade one option where options are given, otherwise, fill in the blank.

• Frequentist risk averages over (⃝ reality, ⃝ data ) given (⃝ reality, ⃝ data ).

• Bayesian Posterior risk averages over (⃝ reality, ⃝ data ) given (⃝ reality, ⃝ data ).

• Bayes risk averages over .

Solution: Frequentist: ”data”, ”reality” Bayesian Posterior: ”reality”, ”data” Bayes risk:
”reality and data”
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(d) [1 Pt] Missing a case can have severe consequences, so false negatives are five times worse
than false positives. Fill in the two blanks to define a loss function that corresponds to the
description above. 

ℓ(D = 1 | R = 0) =

ℓ(D = 0 | R = 1) =

ℓ(D = 0 | R = 0) = ℓ(D = 1|R = 1) = 0

Solution: 1 and 5 (or any values where the second blank is five times the value of the
first).

(e) [3 Pts] Minimizing Risk. Suppose that the rate of cases is reported to be roughly 2,000 per
10,000 people. Which point along the ROC curve minimizes the risk?
Hint: you may assume that the optimal point is either A, B, or C.

Solution: There are two approaches here. The simplest is to calculate the risk at each
point and compare.

Alternately, we can derive a condition on the slope of the ROC between the measured
points to identify the best point. Let π = 2, 000/10, 000 = 1/5 be the prevalence for the
disease. Let cFP = 1 and cFN = 5 be the costs for false positives and false negatives
respectively.

Let α = FPR be the significance level, and β(α) = TPR(α) be the corresponding power.

Then, the Bayes risk is, as a function of the chosen α:

πcFN(1− β(α)) + (1− π)cFNα

Minimizing the risk is the same as minimizing the risk plus any constant. Minimizing the
risk is the same as minimizing the risk times any positive scalar. So, subtract off πcFN ,
then divide by πcFN to isolate β(α). This leaves the objective:

(1− π)cFP

πcFN

α− β(α) = 0.8α− β(α).

This function is decreasing whenever the slope of the ROC, d
dα
β(α) = β′(α) is less than

0.8, and increasing whenever the slope is greater than 0.8.

So, to minimize, either compute the slope between each pair of points, or sketch a line
with slope 0.8 on the ROC and compare to the slope of the ROC curve on each side of
each point. By visual inspection, it is clear that the risk is decreasing between (0,0) and
A, and is increasing between C and (1,1).
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The slopes between the interior points are:

SlopeAB =
TPRB − TPRA

FPRB − FPRA

=
0.75− 0.5

0.4− 0.2
=

0.25

0.2
= 1.25

SlopeBC =
TPRC − TPRB

FPRC − FPRB

=
0.8− 0.75

0.5− 0.4
=

0.05

0.1
= 0.5

The slope to the left of B is greater than 0.8, and the slope to the right of B is less than
0.8, so the risk is decreasing moving from A to B, and increasing when moving from B to
C. Therefore, B is the optimal point.
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5 Shifting Prior-ities (9 points)
Kevin plans to attend an upcoming baseball game between the Exponential Eagles and the Geo-
metric Giants. He always roots for whichever team he thinks will win, so he wants to figure out
which of the two teams is more likely to win.

He acquires the match history between the two teams, and resolves to try to use this data to figure
out the probability the Eagles will beat the Giants.

He assumes each game outcome (win or loss) is independent of the other games, and the game out-
comes are identically distributed over the period of time when he has collected data. Accordingly,
he decides to model the number of wins the Eagles have over the Giants as a binomial distribution
with probability q - the probability the Eagles win.

(a) [2 Pts] In Kevin’s data the Eagles won 5 of their last 8 games against the Giants. Calculate
the maximum likelihood estimator (MLE) for q. You do not need to re-derive the formula for
the MLE if you know it.

Solution:

Students may recognize that the MLE for a binomial likelihood is the proportion of suc-
cesses.

They can also solve the question by maximizing the log-likelihood:

p(W = 5|pE) =
Ç
8

5

å
p5E(1− pE)

3 (1)

ln(p(W = 5|pE)) = ln

ÇÇ
8

5

åå
+ 5 ln(pE) + 3 ln(1− pE) (2)

∂

∂pE
ln(p(W = 5|pE)) =

5

pE
− 3

1− pE
(3)

Setting equal to 0:
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0 =
5

pE
− 3

1− pE
(4)

0 = 5(1− pE)− 3pE (5)

pE =
5

8
(6)

(b) [2 Pts] Which sentence correctly describes the MLE for this problem? Choose the single best
answer by filling in the circle next to it.

⃝ The MLE is the win probability q that is most likely given the data.

The MLE is the win probability q, which, if true, would make the observed
data most likely.
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For the remainder of this question, Kevin uses Bayesian inference instead.

Solution: Students should notice that the Uniform prior results in an identical MAP and
MLE, which is the result of an uninformative prior.

p(pE|W = 5) ∝ p(W = 5|pE)p(pE) (7)

p(pE|W = 5) ∝
Ç
8

5

å
p5E(1− pE)

3 × 1 (8)

p(pE|W = 5) ∝ p5E(1− pE)
3 (9)

From the functional form of the posterior, we can infer that it is a beta distribution with
α = 6, β = 4.

We also know the MAP is simply the mode of the posterior distribution, which according
to the reference sheet is 6−1

4+6−2
= 5

8

(c) [2 Pts] Kevin now decides to use a Beta distribution as his prior. He is deciding between
a Beta(5, 5) prior and a Beta(10, 10) prior. The plot below shows these two prior distribu-
tions (assume they are plotted correctly). Which of the two curves shows the Beta(10, 10)
distribution? Choose the single best answer by filling in the circle next to it.

0.0 0.2 0.4 0.6 0.8 1.0
q

0

2

p(
q)

(A)
(B)

(A) Solid line ⃝ (B) Dashed line

(d) [1 Pt] Kevin decides to proceed with the Beta(5, 5) prior. Compute the MAP estimator in this
case and call it q̂MAP.
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Solution:

Both beta distributions are centered at pE = 0.5, but Beta(10, 10) represents the stronger
prior, because it has a lower variance, and is more concentrated around the center of the
distribution.

To show this, we can calculate the MAPs using our conjugate prior update rule.

For a Beta prior with parameters α and β and a Binomial likelihood with k observed
successes in n trials, the posterior takes the form Beta(α + k, β + n− k).

So for the Beta(5, 5) prior, we get a posterior of Beta(10, 8), which has a mode (and thus
MAP) of 9

16
.

For the Beta(10, 10) prior, we get a posterior of Beta(15, 13), which has a MAP of 14
26

= 7
13

.

Since the Beta(10, 10) leads to a posterior estimate that is closer to the prior estimate, we
can say it is a stronger prior.

(e) [2 Pts] Complete the sentences below by shading the circle next to the correct answer in the
parentheses. Beneath each sentence, explain your answer without computing the new MAP.

1. Suppose that Kevin had used a Beta(10, 10) prior. Then his MAP estimator would be
(⃝ closer to, ⃝ farther from ) 1/2 than q̂MAP.

Explanation:

2. Suppose Kevin used a Beta(5, 5) prior, but considered 80 games, of which the Eagles
won 50. Then his MAP estimator would be (⃝ closer to, ⃝ farther from ) the MLE
than q̂MAP.

Explanation:

Solution: Both 1 and 2 are ”closer to”. For 1, Example Answer: “Beta(10, 10) is a
stronger prior. It biases estimates more strongly to its mode than Beta(5, 5). Both are
symmetric around zero, so have mode = 1/2” For 2, Example Answer: “The MAP esti-
mator would be closer to the MLE because the large sample size (80 games) reduces the
influence of the prior, though it still pulls the estimate slightly towards the prior mean of
0.5.”
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6 Testing Taquerias (8 pts)
Olegario, a wealthy investor, is looking to build and invest in taquerias in the Bay Area. He collects
the following data for every taqueria in fifteen Bay Area cities in a dataframe called taquerias.
Note that some of the cities are large (e.g., San Francisco, San Jose), some are medium (e.g.,
Millbrae, Lafayette), and some are small (e.g., Colma, Atherton).

1. city, the city it’s in

2. logrevenue, the log of the revenue from the taqueria from the last year

3. rating, the average rating on Yelp (assume this is a continuous value between 1 and 5).

He notices that the small cities only have 1-3 taquerias each, while the larger cities have hundreds.
Olegario wants to open new taquerias in the city where they’ll generate the highest revenue.

For parts (a) and (b) only, his friend suggests using the following line of Python code to find such
cities:

taquerias.groupby('city')['logrevenue'].mean()

(a) [1 Pt] Is this a frequentist or Bayesian approach?

Frequentist ⃝ Bayesian

Solution: This computes the log-revenue separately for each city, without modeling it as
a random variable or using any prior information.

(b) [2 Pts] Explain in two sentences or less why this approach might not give Olegario the best
chance of success with his new taquerias.

Hint: it might help to think about pooling in your answer, but you don’t need to discuss it to
earn full credit.

Solution: The estimates of average log-revenue for taquerias in small cities will not be
reliable since they’ll be computed from only 1-3 taquerias.
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For the remainder of the question, Olegario decides to use a hierarchical model. He defines the
following variables:

• zi is the average log-revenue of a taqueria in city i.

• yij is the log-revenue for taqueria j in city i.

• α is the average log-revenue for all taquerias across the entire Bay Area.

He decides on the following probability models.

zi | α ∼ N (α, σ2
z) (10)

yij | zi ∼ N (zi, σ
2
y) (11)

He treats σy and σz as fixed parameters. He does some background research to determine a rea-
sonable value for σy.

(c) [2 Pts] For this part only, he decides to treat α as a fixed parameter. Which of the following
describes the best empirical Bayes approach to choosing values for α and σz?

⃝ Set σy := σz and α to be the average log-revenue across all taquerias. First, compute
the average log-revenue for medium and large cities only. Then, use maximum
likelihood to estimate the mean and variance of that distribution, and use those
estimates for α and σz respectively.

⃝ First, compute the average log-revenue for small cities only. Then, use maximum
likelihood to estimate the mean and variance of that distribution, and use those
estimates for α and σz respectively.

Solution: Empirical Bayes uses the empirical distribution of the parameter to estimate
values for the prior: this eliminates the first choice.

Between the second and third choices, the second is better since the third choice will have
the same issue as the frequentist estimates from part (a) and (b).

For the remainder of the question, assume he treats α as a random variable with the following
distribution:

α ∼ N (r, σ2
α), (12)

with r and σα as fixed parameters.

(d) [3 Pts] Carefully draw a graphical model for this hierarchical model. Clearly label all com-
ponents of your model. Your model should include all variables in equations (10), (11), and
(12). If you shade in any nodes, please only shade the border of the node so that we can
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read what’s inside while grading.

Solution:
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7 Congratulations [0 Pts]
Congratulations! You have completed Midterm 1.

• Make sure that you have written your student ID number on every other page of the
exam. You may lose points on pages where you have not done so.

• Also ensure that you have signed the Honor Code on the cover page of the exam for 1 point.
• If more than 10 minutes remain in the exam period, you may hand in your paper and leave.

If ≤ 10 minutes remain, please sit quietly until the exam concludes.

[Optional, 0 pts] Draw a picture or cartoon that’s related to your favorite thing you’ve learned in
Data 102 so far.



Midterm 1 Reference Sheet

Useful Distributions:

Distribution Support PDF/PMF Mean Variance Mode

X ∼ Poisson(λ) x = 0, 1, 2, . . . λxe−λ

x!
λ λ ⌊λ⌋

X ∼ Binomial(n, p) x ∈ {0, 1, . . . , n}
(
n
x

)
px(1− p)1−x np np(1− p) ⌊(n+ 1)p⌋

X ∼ Beta(α, β) 0 ≤ x ≤ 1 Γ(α+β)
Γ(α)Γ(β)

xα−1(1− x)β−1 α
α+β

α
α+β

β
α+β

1
α+β+1

α−1
α+β−2

X ∼ Gamma(α, β) x ≥ 0 βα

Γ(α)
xα−1e−βx α

β
α
β2

α−1
β

X ∼ N (µ, σ2) x ∈ R 1
σ
√
2π

exp
Ä
−1

2

(
x−µ
σ

)2 ä
µ σ2 µ

X ∼ Exponential(λ) x ≥ 0 λ exp(−λx) 1
λ

1
λ2 0

X ∼ InverseGamma(α, β) x ≥ 0 βα

Γ(α)
x−α−1e−β/x β

α−1
β2

(α−1)2(α−2)
β

α+1

Conjugate Priors: For observations xi, i = 1, . . . , n:

Likelihood Prior Posterior
xi|θ ∼ Bernoulli(θ) θ ∼ Beta(α, β) θ|x1:n ∼ Beta (α +

∑
i xi, β +

∑
i(1− xi))

xi|µ ∼ N (µ, σ2) µ ∼ N (µ0, 1) µ|x1:n ∼ N
Ä

σ2

σ2+n

(
µ0 +

1
σ2

∑
i xi

)
, σ2

σ2+n

ä
xi|λ ∼ Exponential(λ) λ ∼ Gamma(α, β) λ|x1:n ∼ Gamma (α + n, β +

∑
i xi)

xi|λ ∼ Poisson(λ) λ ∼ Gamma(α, β) λ|x1:n ∼ Gamma (α +
∑

i xi, β + n)

xi|λ ∼ N (µ, σ2) σ ∼ InverseGamma(α, β) σ|x1:n ∼ InverseGamma (α + n/2, β + (
∑n

i=1(xi − µ)2) /2)

Generalized Linear Models
Regression Inverse link function Likelihood
Linear identity Gaussian
Logistic sigmoid Bernoulli
Poisson exponential Poisson
Negative binomial exponential Negative binomial

Some powers of e:

x 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
y = ex 1.05 1.11 1.22 1.35 1.49 1.65 1.82 2.01 2.23 2.46 2.72
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