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● So far: 

● Today:
○ Making decisions with feedback (online decision-making)
○ Hypothesis testing with a known alternative (Neyman-Pearson)
○ Connection to binary classification

● Next time: connecting decision-making and frequentist/Bayesian views

Weekly Overview



● Goal: find unknown parameter θ using observed data x
● How: 

○ Define a probability model for the data/parameters, then use it to estimate θ from x
● Likelihood function p(x|θ): captures how likely our data are for each 

parameter
○ Used in both frequentist and Bayesian models

● Frequentist modeling
○ MLE (Maximum Likelihood Estimate): value of θ that makes p(x|θ) as large as possible

● Bayesian modeling
○ Define a prior p(θ): what we believe about the parameter before we see any data
○ Compute posterior p(θ|x): what we believe about the parameter after observing data
○ To get a single estimate for θ from the posterior, we can use the MAP or LMSE estimates
○ MAP: value of θ that makes p(θ|x) as large as possible
○ MMSE: Eθ|x[θ] (expectation of θ according to posterior p(θ|x))

Recap: Statistical modeling



Estimating the Mean with a Gaussian Likelihood 



Conjugate Priors



Exoplanet Model



Exoplanet Model: A Visual Representation


