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1. (Data 140 Exercise 15.6.1) Let X have density given by

f(:c):{ c(l1—-2%), -1<z<1

0 otherwise
Find:

(@) c

(b) the cdf of X

() P(]X]>0.5)

2. Suppose X and Y are independent random variables. Which of the following are necessar-

ily true?

(@) E[XY] = E[X]E]Y]

(b) E[eX*] = E[e*]E[e"]

(c) Var[X + Y| = Var[X] + Var[Y]

(d) Var[XY] = Var[X] Var[Y]
Solution: (a), (b), and (c) are true while (d) is false.
For (a) and (b), recall that independence implies that E[f(X)g(Y)] = E[f(X)]E[g(Y)] for
all functions f, g. We get (a) from letting f(z) = z,¢g(y) = y and we get (b) from letting
f(x) = €%, g(y) = e¥ and recalling that e**¥ = e”¢V.
For (c), this is the law of total expectation: Var[X + Y] = Var[X |+ Var[Y] + 2 Cov[X, Y],
and the final term is zero because X and Y are independent.
For (d), a simple counterexample: if X is 0 or 1 with equal probability, and Y is also, then
Var[X] = Var[Y] = , but Var[XY]is 2 (since it is 1 with probability 1/4 and 0 otherwise).

3. Consider the following linear regression model:
Ui = 0o + 01251 + 0275 9

Suppose that we observe the data:

n=1 o
Yo =2, Iy
ys =3, 13 =
ya=4, 4=

A~~~ I/~ —~



(a) What is the least-squares estimate for 67

1 12 1
. 2 . 1 2 -1
Solution: We form the vector y = 3 and the matrix X = 10 -1
4 1 0 1

Here the first column is to handle the constant term for §,. Now, the least squares
estimate for 6 can be calculated as (X 'X)*X "y. We have

440 110 2 -1o
X'X=1480|=4|120|,andX'X)'==| -1 1 0],
00 4| 00 1 1o 01
10 |
andalso X'y = | 6
0 -
20 3.5
Multiplying together gives the estimate 0= # =] —1
0 0

(b) What is the predicted value y when z = (1,1)?
Solution: 3.5+ (—1)-14+0-1=25

(c) What is the RMSE (root mean-squared error)?
Solution: The prediction ¥ is equal to X4, or

12 1 1.5
e [
Y=11 0 -1 N

10 1 3.5

The RMSE is the squareroot of the mean squared error between ¢ and 7, or

= 0.5.

\/((1.5 —1)24 (1.5 —2)2 + (3.5 — 3)2 + (3.5 — 4)2
4



